
2008–12–01 Lecturer: Martin Cederwall

Isometry: a coordinate transformation x′µ = xµ + ξµ(x), which we think of as infinitesimal.
The term isometry applies to any transformation that leaves the metric of the same form. The
metric is form invariant under such a transformation. We will, however, only consider con-
tinuous symmetries.

A vector ξµ(x) with these properties is called a Killing vector, and it satisfies D(µξν) = 0. This is
very restrictive. We will see that soon.

Example: Flat, two-dimensional space. ds2 =dx2 + dy2. How do we find the Killing vectors?

{

x′= x+ f(x, y)
y ′= y + g(x, y)

f is ξx and g is ξy. We assume that f and g are small, so that we only need to consider them to
first order. In these coordinates the affine connection vanishes, so

D(µξν) =0 ⇒







∂x ξx = 0
∂y ξy = 0
∂x ξy + ∂y ξx =0

Three equations for two unknown functions: very restrictive. Looks even over-determined. In
general, in D dimensions, we get D (D + 1)/2 equations for D components of the D-dimensional
vector. Let us use f and g:







∂x f = 0 ⇒ f = f(y), a function of y only.
∂y g = 0 ⇒ g = g(x)
∂x g + ∂y f = 0 ⇒ g ′(x)+ f ′(y)= 0

g ′(x) depends only on x, f ′(y) depends only on y, thus, given the last equation, they must both
be constant. g ′(x)=− a, f ′(y) = a.

{

f = b + a y

g = c− a x
,

(

x′

y ′

)

=

(

x

y

)

+ a

(

0 1
− 1 0

)(

x

y

)

b represents moving the coordinate system in the x direction. c represents translation in the y

direction. a represents rotation around the origin. We have three linearly independent solutions
(three parameters). 3 = D (D + 1)/2. The maximal number of isometries in any dimension is
D (D + 1)/2. This may be a simple example, but it illustrates the procedure. With a more com-
plicated metric, this is not trivial.

Example: ds2 = dr2 + r2 dϕ22! dr ′ 2 + r ′ 2 dϕ′ 2, with

{

r ′= r + f(r, ϕ)
ϕ′= ϕ+ g(r, ϕ)

{

dr ′=dr + ∂rf dr + ∂ϕ f dϕ

dϕ′= dϕ + ∂r g dr + ∂ϕ g dϕ

Expand to linear order in the functions f and g:

ds2 =dr2 +2 dr (∂rf dr + ∂ϕ f dϕ)+ r2 dϕ2 + 2 r f dϕ2 + r2′
· 2 dϕ (∂rg dr + ∂ϕg dϕ)
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We get one equation each for the coefficients of dr2, dϕ2 and drdϕ. If we want to compare to
the other version, D(µξν) = 0, we have have to keep in mind that the functions here are ξµ not

ξµ. We leave completing the calculation as an exercise. �

ξµ, Dµξν. By the Killing equation, this is antisymmetric. Dµξν = D[µξν]. DµDν ξλ will be

determined in terms of ξµ, Dµξν, as will any higher derivatives of a Killing vector.

For any vector we can write 0= D[µ Dν ξλ]. Anti-symmetric in the first means we get curvature

D[µDνξλ]∝R[µνλ]
σ ξσ, but R[µνλ]

σ =0

0 =6 D[µ Dν ξλ] = DµDν ξλ +DνDλ ξµ + DλDµ ξν −DµDλ ξν −DνDµ ξλ −DλDν ξµ =

Now, we use the Killing equation: −Dλξν = + Dνξλ.

= 2 (Dµ Dν ξλ + Dν Dλ ξµ −Dλ Dν ξµ

)�
=Rνλµ

σξσ

⇒Dµ Dνξλ =−Rνλµ
σ ξσ

ξµ and Dµξν in one point determines ξµ(x). If it exists.

In some point ξµ(x0) and D[µξν](x0). That is all information I am allowed to put in. These are

not functions, these are just numbers. Taken in one single point. ξµ(x0) is D numbers.
D[µξν](x0) is D (D − 1)/2 numbers. In total: D (D + 1)/2.

Figure 1. ξµ(x0) interpreted as a translation. This is drawn in a coordinate system where the affine

connection vanishes at x0, Γνλ
µ (x0) = 0. In such a coordinate system ξµ(x) ≈ aµ + λµ

ν (x − x0)
ν + � ,

where λµ
ν is antisymmetric. The rotation angle is parametrised by D[µξν].
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The universe: Before we try to solve Einstein’s equations, we would like to have a good ansatz.
From a lot of observations, it looks like the universe is

• Homogeneous — “looks essentially the same from every point in space”. Translation: look
at things from a different point.

• Isotropic — “looks the same in all directions”. This is symmetry under rotations.

The spatial metric of the universe, at a given time t, is maximally symmetric. D (D + 1)/2 = 6
Killing vectors.

DµDνξλ =−Rνλµ
σ ξσ

⇒ D[ρ Dµ]Dν ξλ =−D[ρRµ]
σ

νλ ξσ −Rνλ[µ
σ Dρ]ξσ

D[ρ Dµ]Dν ξλ =
1

2
Rρµν

σ Dσ ξλ +
1

2
Rρµλ

σ Dν σσ

We will want to use D[µRνλ]ρ
σ
≡ 0. We want to get rid of D[ρRµ]

σ
νλ ξσ, so that we only have

things containing Dµξν. D[µξν] If it is maximally symmetric, this can be chosen, for some Killing
vector, to be any antisymmetric matrix at any given point.⇒Expression with R� = 0.

What we end up with (Weinberg does it in full) is the following:

0 = Rρµ[ν
[σ δλ]

τ ]
+Rνλ[ρ

[σ δµ]
τ ]

(I cannot draw this conclusion for any space that is less than maximally symmetric.) Contract
this with 4δτ

λ:

0 =D Rρµν
σ
−Rρµν

σ
−Rρµν

σ
− 2 Rν[µρ]

σ
− 2Rν[ρδµ]

σ

where we have used R[µνλ]
σ = 0 to grey out two terms.

(D − 1)Rρµνσ =2 Rν[ρgµ]σ

We can express Riemann in terms of Ricci.

× gνρ
⇒

(D − 1)Rµσ = R gµσ −Rµσ ⇒ D Rµσ = R gµσ

Rµν =
1

D
gµν R

Rµνρσ =
1

D(D − 1)
(gµρgνσ − gµσ gνρ)R

Remember:

Dν

(

Rµν
−

1

2
gµν R

)

=

(

1

D
−

1

2

)

gµν DνR = 0

Unless D = 2, we have DνR = ∂νR = 0. R = const=−K. (The minus sign: Using Weinberg’s con-
ventions, a space with positive curvature, such as a sphere, has a negative curvature scalar R.)

Given D, K and signature, a maximally symmetric space is unique. We won’t prove this. The
essential information of K is the sign, + , 0,− .
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Figure 2. Maximally symmetric surfaces embedded in a) Euclidean 3D space, b) Minkowski space.

Strategy: embed D-dimensional space (-time) in a flat space (-time) of dimension D + 1.
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